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Overview of I/O Server Response Timeout Errors  �by Neal Hatton


A Wonderware Logger (WWLogger) can show “Response Timeout” errors coming from the Wonderware® I/O Server for several reasons.  This error means that the PLC, or device, failed to respond to the I/O Server’s request.  There are three types of Response Timeout errors: Chronic, Random, and Patterned.  This Tech Note will explain what causes the three Response Timeout errors and how to solve them.


Chronic Response Timeout Errors


Chronic Response Timeout errors are errors that occur continuously in the WWLogger.  After several Response Timeouts, the Wonderware I/O Server will go into Slow Poll Mode and seemingly never recover.  That is, the I/O Server remains in Slow Poll Mode, periodically polling the PLC and then timing out again.  (Remember that in “Slow Poll Mode” most I/O Servers will wait for a period of five times the Reply Timeout period before it polls the device again.  Other I/O Servers have a 15 second retry, regardless of the Reply Timeout period.)  Chronic Response Timeout errors will cause the  Wonderware Logger to become full of Response Timeout errors and Slow Poll Mode messages.  


Chronic Response Timeout errors indicate that there is a fundamental communication problem between the I/O Server and the PLC, such as bad cabling, invalid configuration, or memory resource conflicts.  To resolve the communication problem, if your I/O Server is using RS-232 to communicate to the PLC (that is, the I/O Server is using a serial COM port on the computer), see Tech Note Number 3, titled “Troubleshooting Wonderware DDE Servers.”  If your I/O Server is not using RS-232 to communicate to the PLC, then see the I/O Server’s on-line documentation.  


Random Response Timeout Errors


Random Response Timeout errors are errors that occur without a particular pattern.  That is, you may see a Response Timeout error in the WWLogger once every few hours, days, or weeks.  You do not need to worry about Random Response Timeout errors.  They are usually caused by noise on the cabling, which can be generated by copy machines, fluorescent lighting, pumps, motors, and generators.  This is especially true if the I/O Server is communicating over radio modems, standard modems, leased lines, satellites, large distances, or past equipment capable of generating electromagnetic interference.  Under these circumstances, these Random Response Timeout errors can be ignored because they have little or no impact on your system’s performance.   Increasing the Reply Timeout setting to 10-20 seconds may help filter out these random errors.  For more information, see Tech Note Number 3.


Patterned Response Timeout Errors


Patterned Response Timeout errors are errors that occur while a specific activity takes place on the computer.  For example, if you see a Response Timeout error appear in the WWLogger at the same time that a SQL Access transaction was processed by the computer, then this is a Patterned Response Timeout error because there is a definite pattern to the errors that are occurring.   Here are some common activities that can cause a Patterned Response Timeout error:


Executing a lengthy script in Wonderware® InTouch™;


Executing many scripts in InTouch simultaneously or in succession;


Executing a script in InTouch that executes many FileWriteFields() or FileWriteMessage() commands at once to the I/O Server (example, a recipe download);


Executing a script in InTouch many times within a small period of time, for example, executing an application script once every x milliseconds, where x is a small value (<1000);


Running a Microsoft Visual Basic or C application; 


Performing Historical logging or any other InTouch application activity that requires a significant amount of hard drive space or network activity;


Performing extensive alarming or report generation in the InTouch application.


Any CPU-intensive activity that takes place on the computer can cause the I/O Server to generate  Patterned Response Timeout errors in the WWLogger and go into Slow Poll Mode.  This is because, in general, all I/O Servers require a certain amount of the computer’s hard drive and memory resources to accomplish its tasks, which include:


Receiving requests from more than one client application (including InTouch);


Processing the requests into its Read and Write queues;


Optimizing the Read and Write queues by using an optimization algorithm;


Building protocol messages to transmit the requests to the PLC;


Decoding messages that it receives from the PLC;


Updating the client applications by sending the updated data from the PLC.


The I/O Server must accomplish these tasks quickly so that the communications will work properly and the client applications can receive relatively fast updates.  For example, here is a typical situation in which the I/O Server will generate a Response Timeout error:


Step 1:  The I/O Server sends protocol message #1 to the PLC requesting data from registers 1 through 100.


Step 2:  The PLC acknowledges request #1 from the I/O Server.


Step 3:  The I/O Server sends protocol message #2 to the PLC requesting data from registers 101 through 200.


Step 4:  The PLC acknowledges request #2 from the I/O Server.


Step 5:  A user creates a large report on the computer which executes many SQL queries.  The computer’s CPU then becomes busy and the I/O Server’s requests are not being processed by the computer.


Step 6:  The PLC sends the contents from registers 1 through 100 back to the COM port on the computer and waits for an acknowledgment from the I/O Server.  Since the I/O Server is currently not being processed, the I/O Server fails to acknowledge the registers’ data sent by the PLC.


Step 7:  The PLC does not receive an acknowledgment from the I/O Server, so it discards the data from registers 1-100.  It then continues by sending the data from registers 101 through 200 to the computer.


Step 8:  The generation of the report has completed and the computer’s CPU returns control to the I/O Server, after the data from registers 1 through 100 have been lost.


Step 9:  The I/O Server acknowledges that it received the data from registers 101 through 200, but it is still waiting for the data from registers 1 through 100.


Step 10:  After a period of time (as defined by the I/O Server’s Reply Timeout), the I/O Server stops waiting for the missing data and generates a Response Timeout error in the WWLogger for protocol message #1 that was sent in Step 1.  


In this example, the I/O Server could not receive the message from the PLC because the CPU was busy generating the report.  To address this type of problem, see Tech Note Number 16, titled “Optimizing Wonderware DDE Server Performance,” which suggests several ways to optimize your system for the best I/O Server performance.  You should start with the easiest and least expensive solutions first, and then work up from there.


Using a Dedicated Data Collection Computer


If you still experience problems after following the suggestions in Tech Note Number 16, you may need to dedicate a computer solely for the purpose of data collection (that is, running the I/O Server).  The computer should only have WindowViewer running an application with a tagname dictionary.  It should not run any built-in scripts or application windows.  If you choose to run the I/O Server on a dedicated computer, be careful to avoid I/O Server multiplexing overloads (See Tech Note Number 2, “Avoiding DDE Server Multiplexing Overloads”).  


Q&A on Response Timeouts


Question  How can the other “client” computers receive data from a dedicated data collection computer (that is, the “data collector” node)?


Answer  You would connect the client computers to the data collector node on the network and use Wonderware® NetDDE to transfer the data from the data collector node to the computers that are running the client applications, such as InTouch or Visual Basic.  


Question  What does it mean when the I/O Server goes into Slow Poll Mode as stated in the Wonderware Logger?


Answer  Wonderware I/O Servers use a “three strikes rule” when it attempts to communicate to a PLC.  While the I/O Server sends poll messages to a device, such as a PLC, if the server does not receive a response to a poll within the specified Reply Timeout period (the default is usually three seconds), then the server will send the poll message again.  If the server does not see a response for a second time within a Reply Timeout period, then the server will send the poll message one last time.  If the server does not see a response for a third time within the Reply Timeout period, the topic is then placed into Slow Poll Mode.  In Slow Poll Mode, most I/O Servers will wait for a period of five times the Reply Timeout period before it polls the device again.  Other I/O Servers have a 15 second retry, regardless of the Reply Timeout period (For more information, see “Definition of Slow Poll Mode” on the Comprehensive Support Knowledge Base CD.).


For example, say the Reply Timeout setting in the I/O Server is three seconds.  Based on the time of hh:mm:ss (hours:minutes:seconds), here is a time sequence of events:


00:00:00	The I/O Server sends the first poll message to the PLC.


00:00:03	“No response - Response Timeout” is printed in the WW Logger.


00:00:03	The I/O Server sends a second poll message to the PLC.


00:00:06	“No response - Response Timeout” is printed in the WW Logger.


00:00:06	The I/O Server sends a third poll message to the PLC.


00:00:09	“No response - Response Timeout” is printed in the WW Logger.


00:00:09	The I/O Server prints a Slow Poll Mode message in the WW Logger.


00:00:24	The I/O Server sends a fourth poll message to the PLC.


00:00:27	“No response - Response Timeout” is printed in the WW Logger.


00:00:42	The I/O Server sends a fifth poll message to the PLC.


And so on.…


Notice that after the I/O Server goes into Slow Poll Mode, it begins to poll the PLC less frequently.  It does not stop polling—it just polls less often.  This is to help improve overall system performance.  The failed PLC connection will slow down the communication to the I/O Server because the I/O Server has to wait for each polled message to time out before it can move on and poll the next PLC.  This is because if the connection to the “bad” PLC is later restored, the I/O Server .  If you fix the problem that is preventing the PLC from responding to the I/O Server’s requests, then the I/O Server will be able to detect the renewed state of the PLC and return to Regular Poll Mode to resume normal polling.
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There is also technical information on the Wonderware software products on the WonderTech Web site at http://wondertech.wonderware.com, the Wonderware Bulletin Board Service at (714) 727-0726,  the Wonderware CompuServe forum (GO WONDER), the Comprehensive Support Knowledge Base CD, and the WonderFax FaxBack® service at (714) 450-5050.  Call Wonderware Technical Support at (714) 727-3299 for more information on the WonderTech Web site, the BBS, the Wonderware CompuServe forum, the Comprehensive Support Knowledge Base CD or the WonderFax system.
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